
late an earlier event in organ morphogenesis.

Interestingly, the replacement in mammals of

insulin-producing pancreatic cells in the adult

requires preexisting cells (7), but it could also

involve the reappearance of embryonic-like

endocrine progenitor cells (4).

To become progenitor cells, class I and class

II cells appear to escape the differentiation pro-

grams characteristic of more prosaic tracheal

cells. This behavior could be determined by

innate genetic instructions, by their cellular

environment (much like the activity of a stem

cell niche), or both. Mechanisms that maintain

certain stem cell characteristics could be acting

on specific cells to make them refractory to dif-

ferentiation, as is the case in the murine embry-

onic stem cells (8). Regardless of the mecha-

nism, “arrest” in the larval differentiation pro-

gram to keep a cell as a potential progenitor cell

appears to be a stepwise process. Thus, class II

cells, capable of forming branches that trans-

port air, can still behave as progenitor cells. 

It is still unclear what establishes the

“point of no return” after which a committed

cell cannot revert into a progenitor cell. In the

case of the Drosophila tracheal system, evi-

dence points toward the triggering of endo-

replication as a determining event (1–3), but

many features of progenitor cell specification

and activation in other systems remain to be

elucidated. The study by Weaver and Krasnow

is another excellent example of how the use of

simpler, genetically tractable models such as

the Drosophila tracheal system can aid in the

interpretation of the genetic factors underly-

ing progenitor cell biology in normal develop-

ment or in stress conditions, an essential step

for regenerative therapies. 

References
1. M. Weaver, M. A. Krasnow, Science 321, 1496 (2008).

2. M. Sato et al., Dev. Biol. 318, 247 (2008).

3. A. Guha, T. B. Kornberg, Proc. Natl. Acad Sci. U.S.A. 105,

10832 (2008).

4. X. Xu et al., Cell 132, 197 (2008).

5. M. R. Alison et al., Cell Prolif. 37, 1 (2004).

6. E. L. Rawlins, B. L. M. Hogan, Development 133, 2455

(2006).

7. Y. Dor, D. Melton, Cell 132, 183 (2008).

8. Q.-L. Ying et al., Nature 453, 519 (2008).

10.1126/science.1163623

www.sciencemag.org SCIENCE VOL 321 12 SEPTEMBER 2008 1451

P
H

O
T

O
 C

R
E

D
IT

: 
G

E
N

E
 H

U
N

T
/N

A
T

IO
N

A
L
 M

U
S

E
U

M
 O

F
 N

A
T

U
R

A
L
 H

IS
T

O
R

Y
, 
W

A
S

H
IN

G
T

O
N

, 
D

C
PERSPECTIVES

Is bigger better? Does climate affect size? The

processes controlling body size evolution

remain unclear.Dynamics of Body Size Evolution
Kaustuv Roy

EVOLUTION

B
ody size is one of the simplest organis-

mic traits one can measure, yet it corre-

lates with almost every aspect of the

biology of a species, from physiology and life

history to ecology. So, not surprisingly, biolo-

gists have long been interested in understand-

ing how body size evolves. Two things are obvi-

ous when one looks at the distribution of body

sizes of species within large groups: The sizes

span multiple orders of magnitude, and species

are not distributed uniformly within this range.

Instead, most species tend to be small to inter-

mediate in size, with few in the smallest and

largest size classes. Thus, in most groups, size

frequency distributions are skewed, even on a

logarithmic scale, with the mode shifted toward

smaller sizes. For example, living mammalian

species range from about 2 g to 108 g with a

modal size of about 100 g (1). Surprisingly, this

bias toward smaller sizes persists despite a ten-

dency for average size to increase over evolu-

tionary time, a trend generally known as Cope’s

rule (2, 3). 

Models of body size evolution need to rec-

oncile these two seemingly contradictory

observations—a general tendency of size to

increase over evolutionary time, yet the over-

all size frequency distribution staying biased

toward small-bodied species. Two different

types of evolutionary dynamics can lead to an

increase in the average size of species over

time. The first, Cope’s rule in a strict sense, is

a channeled increase in size where large

species get larger and small ones go extinct

(3). Alternatively, if groups arise near the

small end of their size range—and paleonto-

logical data suggest that many do—then even

random diffusion with a lower size limit

increases the variance in size over time, lead-

ing to an increase in mean size (2). Recon-

ciling such models with the shapes of empiri-

cal size frequency distributions is more diffi-

cult. Channeled increases in size obviously

cannot produce a distribution that is biased

toward smaller sizes. Similarly, even though

stochastic models with a lower size bound can

produce an increase in mean size over time,

the resulting size distributions tend to be log-

normal rather than the log-skewed distribu-

tions common in nature (2, 4). 

A recent model (5) provides one solution

to this by making simple but elegant modifi-

cations to the multiplicative diffusion process.

By incorporating a size-biased extinction rate

and a strengthening of Cope’s rule for the

smallest species into a stochastic model, it

successfully reproduced the size frequency

distributions of mammal species. The model

does make some key assumptions about size

dependence of extinction and size change, but

those seem well supported in mammals. More

important, this model provides a general

framework for modeling body size evolution

that preserves insights from previous work

(2, 4) but also incorporates group-specific

dynamics. It is too early to know whether the

model is generally applicable; that would

depend on whether it can predict size fre-

quency distributions of groups such as marine

mollusks, where neither extinction (6, 7) nor

Cope’s rule (3) relate to size in the same way

as in mammals.

Section of Ecology, Behavior and Evolution, University of
California, San Diego, 9500 Gilman Drive, La Jolla, CA
92093, USA. E-mail: kroy@ucsd.edu

~41 Million years ago

500 µm

~0.9 Million years ago

Body size evolution in deep-sea ostracodes in response to temperature. Poseidonamicus rudis, at left,
lived earlier and under much warmer conditions than did Poseidonamicus major at right (12).
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Although phenomenological models are

important for identifying key elements of

body size evolution, they provide limited

insights regarding the underlying processes.

For example, if Cope’s rule is indeed stronger

for small mammals, then one has to ask why.

Unfortunately, we are still far from such a

process-based understanding of body size

evolution, largely because of the complexity

of the problem. Consider two generalizations

about the connections among size, environ-

ment, and fitness that were suggested recently:

“bigger is better” and “hotter is smaller” (8).

The first is based on data from natural popula-

tions showing that larger individuals tend to

have higher fitness. The second stems from

observations that in laboratory-rearing exper-

iments, higher temperatures generally result

in smaller body sizes and also that species and

individuals in cold climates are often larger

than those in hotter areas, a trend known as

Bergmann’s rule. 

Translating these “rules” into predictions

about trajectories of size evolution is not

straightforward. If bigger really is better, then

we should have a world full of giants, yet most

species are small. Clearly there are costs to get-

ting bigger, which prevent a runaway Cope’s

rule. Such costs involve complex interactions

among a multitude of factors including devel-

opment time, population size, and patterns of

resource use (8, 9). In addition, the tempera-

ture-size rule suggests that the external envi-

ronment, which changes in a complex and

nonlinear manner over geologic time, is also

important in driving size evolution. So, not

surprisingly, simple process-based models of

size evolution (such as one based on energet-

ics) have not been widely accepted (10).

There is also the problem of scaling up

from observations at the population level to

macroevolutionary trends in size. The “bigger

is better” rule is based on data from a few gen-

erations, and it is unclear whether it holds

across geographically separated populations

and macroevolutionary time. On the other hand,

the temperature-size rule may indeed be rele-

vant for macroevolution. Past climatic changes

led to body size evolution consistent with the

temperature-size rule in groups as disparate

as woodrats (11) and deep-sea crustaceans

(12) (see the figure). Furthermore, in some

groups the temperature-size rule may have a

relatively simple genetic basis; in the nematode

Caenorhabditis elegans, it can be disrupted by

a single nucleotide polymorphism (13).

Even though the processes governing body

size evolution remain obscure, our collective

actions are negatively affecting body sizes of

many living species. Human exploitation of

biological resources, from fisheries to

forestry, is inherently size-selective where

larger species and individuals are preferen-

tially taken. As a result, body sizes of many

species are much smaller now than, say, a cen-

tury ago (14). Furthermore, abundances of

large terrestrial and marine species are declin-

ing because of anthropogenic impacts, and

many are threatened with extinction (15, 16).

Global warming may reinforce this trend

toward smaller sizes through the temperature-

size rule. In effect, then, our actions have set

up a grand selection experiment where bigger

is no longer better. Rapid microevolutionary

responses to such selection have already been

documented in laboratory experiments and in

wild populations (14). Cope’s rule is unlikely

to be common in the future.

In a world where temperatures are rising

and human exploitation of species is rampant,

better understanding of ecological and evolu-

tionary processes affecting body size is not

simply an academic exercise; it is essential for

effective management and conservation of

species and ecosystems (14). The question

now is not just why the world has so few

giants, but how to keep the existing ones

around for future generations.
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M
any biochemical reactions are

driven by electrons that are trans-

ferred to the reaction site from afar.

Iron−sulfur clusters in proteins (1), including

those with cuboidal Fe
4
S

4
cores, can access

different oxidation states and act as way sta-

tions for electrons; the oxidation state is desig-

nated by [Fe
4
S

4
]z, where z =  0, 1+, 2+, 3+ is

the formal core charge. In general, proteins

use the (3+, 2+) or, most frequently, the (2+,

1+) redox couple. Evidence for the participa-

tion of the fully reduced [Fe
4
S

4
]0 cluster in

protein electron transfer has been scant, and a

synthetic model in support of this oxidation

state, as available for the higher oxidation

states (2–4), has been lacking. Deng and

Holm (5) have now provided such support in

an innovative approach that replaces thiolates,

used to simulate cysteinate binding in pro-

teins, by electron-donating carbene ligands. 

Some evidence supporting a role for the

neutral (referred to as all-ferrous) cluster has

come from one of the most intensely studied

systems, namely nitrogenase  from the bac-

terium Azotobacter vinelandii. Nitrogenase

consists of two proteins: the molybdenum-iron

protein (Av1), the locus of nitrogen reduction,

and the Fe-protein (Av2), an electron transfer

and effector protein. Av2 is a dimer of identical

subunits that symmetrically coordinate a sin-

gle Fe
4
S

4
cluster through cysteine sulfurs (see

the figure, left panel) (6). The Av2 dimer binds

two molecules of MgATP (adenosine triphos-

phate), which are hydrolyzed in a coupled

reaction that transfers electrons to Av1. 

The accepted model for this electron trans-

fer has been that Av2 uses the [Fe
4
S

4
]2+,1+

redox couple. The electron transfer to Av1

A synthetic mimic of the most reduced iron-sulfur

cluster in electron-transfer proteins shows a

remarkable resemblance to protein-bound clusters. 
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