
(10 to 70 Tg/year) and top-down (140 to 910
Tg/year) estimates of global SOA production
(30). Nevertheless, IEPOX is expected to undergo
hundreds of collisions with aerosol surfaces before
reacting with OH, and its detection in the at-
mosphere (fig. S8) suggests that a complex suite
of conditions likely controls its uptake to aero-
sols (e.g., the pH and chemical composition of
aerosol). Furthermore, iSOA formation may
depend on the unquantified differences in the
yields and uptake characteristics of the b- and
d-IEPOX. Quantitative understanding of these
complex interactions is required to assess the ef-
fect of this chemistry on the overall SOA abun-
dance and its associated impacts [e.g., cloud
condensation nuclei (31)].

The efficient formation of dihydroxyepoxides,
a previously unknown class of gas-phase com-
pounds, addresses many of the issues currently
being debated about isoprene chemistry. Because
their formation is accompanied by the reformation
of OH, this chemistry contributes to the remark-
able stability of HOx in remote regions of the
troposphere subjected to high isoprene emissions.
The formation of IEPOX also provides a gas-
phase precursor for the iSOA formation. Further
investigation of the multiphase chemistry of
IEPOX is needed to elucidate the complex
interaction between emissions from the biosphere
and atmospheric composition (32, 33). In partic-
ular, the development of a proper chemical de-
scription of these interactions is essential for
assessing the sensitivity of this chemistry to
changes in isoprene emissions caused by envi-
ronmental changes (e.g., climate change and de-
forestation) and to the further development of
anthropogenic activities and the accompanying
NOx emissions in these regions.
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Phylogenetic Conservatism of
Extinctions in Marine Bivalves
Kaustuv Roy,1* Gene Hunt,2 David Jablonski3

Evolutionary histories of species and lineages can influence their vulnerabilities to extinction,
but the importance of this effect remains poorly explored for extinctions in the geologic past. When
analyzed using a standardized taxonomy within a phylogenetic framework, extinction rates of
marine bivalves estimated from the fossil record for the last ~200 million years show conservatism
at multiple levels of evolutionary divergence, both within individual families and among related
families. The strength of such phylogenetic clustering varies over time and is influenced by
earlier extinction history, especially by the demise of volatile taxa in the end-Cretaceous mass
extinction. Analyses of the evolutionary roles of ancient extinctions and predictive models of
vulnerability of taxa to future natural and anthropogenic stressors should take phylogenetic
relationships and extinction history into account.

Groups of organisms differ in their vulner-
ability to extinction (1–5), but the nature
and magnitude of that variation is still

poorly quantified. Extinction risk of species and
lineages is determined by a variety of ecological
and life history traits (2), as well as emergent

properties such as geographic range (5–8). Many
of these extinction-related traits are phylogeneti-
cally conserved, suggesting that extinctions should
be phylogenetically clustered: Taxa in some clades
should be consistently more extinction-prone than
others (3, 9, 10). Consistent with this idea, current

extinction risk and documented anthropogenic
extinctions are nonrandomly distributed among
vertebrate lineages (9, 11–15), but whether such
phylogenetic selectivity holds in general, includ-
ing for extinctions in the geologic past, remains
poorly known. In this study, we used theMesozoic-
Cenozoic fossil record of marine bivalves, in con-
junction with molecular phylogenies, to test for
phylogenetic clustering of extinctions within and
among bivalve families and how this clustering
varies over time.

The fossil record of marine bivalves preserves
a rich history of past extinctions, and although
this record is not free of taphonomic biases, such
biases are increasingly well understood (16, 17).
We used a taxonomically standardized database
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of stratigraphic ranges of marine bivalves (18)
to calculate background extinction rates (i.e., for
times other than the massive end-Cretaceous event)
of 1678 genera and subgenera (hereafter termed
genera) over the last ~200 million years (Jurassic
to Pleistocene). Genera are the preferred units
of large-scale paleontological analyses because,
relative to species, their taxonomy is better stan-
dardized and more stable, and their fossil record
is far more complete and more robust to tapho-
nomic biases (19, 20). Furthermore, comparative
analyses indicate that morphologically defined
molluscan genera generally reflect the topologies
of molecular phylogenies (21). Taxonomic stan-
dardization is clearly a prerequisite for any quan-
titative analysis of extinction rates, and the data
we used were subjected to extensive revisions
and standardization (18, 19, 22). We used the
family level for analyses of phylogenetic cluster-
ing of extinction rates because families provide
the necessary balance between adequate sample
size and phylogenetic resolution. In general, fam-
ilies of marine bivalves have proven to be robust
taxonomic units, and recent molecular phyloge-
nies suggest that none of the major families of
marine bivalves are blatantly polyphyletic (23).
Although some bivalve families may prove to
be paraphyletic when a more complete molecular
phylogeny of the group is available, for our analy-
ses, paraphyly is more likely to add noise than to
produce artifactual trends.

If extinctions of bivalve genera were random
with respect to family membership, then an index
of taxonomic clustering for individual extinction
events [RCL (18)] should not differ systematically
from zero across a time series of such events.
Positive values of RCL indicate more (and nega-
tive values less) clustering than random extinc-
tion (18). Of the 26 standard time intervals in our
data (18) for which RCL could be reliably calcu-
lated, 21 (81%) have positive values (Fig. 1), a
result that is highly unlikely under a model of
phylogenetically random extinctions (P = 0.002,
exact binomial test). When RCL for individual time
intervals is compared with the null distribution for
that interval (18), 8 out of the 26 intervals show
significantly positive clustering (i.e., the observed
RCL is at least as great as the upper 95% confi-
dence limit), and no interval is significantly less
clustered than random (Fig. 1). These eight in-
tervals include the end-Cretaceous event, the only
major mass extinction in our data. A ninth interval,
the Campanian, is marginally significant. Thus
extinctions of marine bivalves over the last 200
million years show a general pattern of phyloge-
netic conservatism within families, both during
background and mass extinctions, but the strength
of such clustering varies over time, and not all
extinctions show significant clustering.

Our data also reveal that extinctionmagnitude
is not correlated with phylogenetic clustering.
The highest RCL value is associated with the end-
Cretaceous mass extinction (Fig. 2), but many
high-extinction intervals, such as the Late Eocene,
lack strong clustering (table S1), and the overall

relation between phylogenetic clustering and ex-
tinction intensity is not significant (Spearman rank
correlation, rs = 0.20, P = 0.34). Extinction rates
declined significantly over time, but this decline
was caused by culling of volatile clades rather
than by a decrease in extinction intensity within
individual clades. Overall, rates before the end-
Cretaceous extinction (excluding the Maastrichtian
stage, which ends with the mass extinction) are
higher than in the Cenozoic (median for Mesozoic
stages = 0.087, median for Cenozoic stages =
0.029; Wilcoxon rank sum test, W = 157, P =
0.054). For families well-represented in both the
Mesozoic and the Cenozoic, extinction rates do
not differ significantly before and after the end-
Cretaceous event (Wilcoxon paired signed rank
test, V = 61, P = 0.74, n = 16 families), and
families show high rank-order agreement between
Mesozoic and Cenozoic background rates of ex-
tinction (Fig. 3) (Spearman rank correlation, rs =
0.75,P= 0.0008). The lower Cenozoic extinction
rates instead result from preferential losses during
the end-Cretaceous extinction in families with
inherently high extinction rates (Fig. 4), so that
Cenozoic bivalve diversity was dominated by the
more extinction-resistant families. The three fam-
ilies with the highest Mesozoic background ex-
tinction rates went globally extinct at the end of
the Cretaceous, and other high-rate Mesozoic
clades (e.g., trigoniids and arcticids, both with
background rates >0.15, at least twice theMesozoic
median) (Fig. 4) were severely hit and have since
remained minor components of the bivalve fauna.
The only family for which background extinction
rates were much lower in the Cenozoic than the
Mesozoic is the Veneridae, which also suffered
major losses at the end of the Cretaceous. Thus,
the end-Cretaceous extinction had a filtering ef-

fect on lineage-specific extinction rates, removing
the most volatile families but not systematically
altering within-family extinction rates.

Extinction rates analyzed in conjunction with
recently published molecular phylogenies of living
bivalve families (18) also indicate phylogenetic
conservatism at deeper levels in the bivalve tree.
Extinction rates of closely related families are
significantly more similar to each other than is
expected by chance (Fig. 5) [P = 0.014 using a
permutation test (18); the maximum-likelihood
estimate of l, an index of phylogenetic depen-
dence (24), for within-family extinction rate is
0.84, a value within the range typically found for
ecological and morphological traits (24) and sig-
nificantly different from zero, P < 0.0004; see
(18)]. The phylogenetic signal remains significant
(P= 0.049) under an alternativemodel of character
change (18). Thus, the taxonomic and phylogenetic
analyses together suggest that extinction rates in
bivalves are conserved at multiple levels of evo-
lutionary divergence, within individual families
as well as among related families.

Stratigraphic ranges of taxa can be distorted
by preservational and sampling biases (17). Our
analyses hinged on differences between clades
rather than differences between temporal bins, so
the primary concern is not temporal variation in
the quality of the fossil record (25, 26), but sys-
tematic differences in preservation potential across
bivalve lineages. Extinction-rate estimates are ro-
bust to differences in shell composition (16), but
other variables known to influence preservation,
such as shell size, thickness, and preferred hab-
itats, may be important (17). To evaluate the
robustness of our results to preservational biases,
we repeated all analyses after omitting families
identified by Valentine et al. (17) as having low

-200 -150 -100 -50 0

-0
.0

2
0.

00
0.

02
0.

04
0.

06
0.

08
0.

10

Age (Millions of years ago)

Jurassic Cretaceous Paleogene Neogene

To
ar

ci
an

B
ar

re
m

ia
n

A
p

ti
an

A
lb

ia
n

C
en

o
m

an
ia

n

C
am

pa
ni

an

M
aa

st
ri

ch
ti

an

m
id

-M
io

ce
n

e

P
lio

ce
n

e

P
h

yl
o

g
en

et
ic

 C
lu

st
er

in
g

 o
f 

E
xt

in
ct

io
n

s 
(R

C
L
)

Fig. 1. Temporal trend in phylogenetic clustering of extinctions (RCL). Shaded bars represent 95%
confidence intervals around the expected value of RCL (18). The intervals showing statistically significant
phylogenetic clustering of extinctions are labeled in bold; an additional interval, the Campanian, is
marginally significant. Only intervals with enough extinctions to analyze (eight or more) are plotted.
The dotted line indicates the value expected if extinctions were not phylogenetically clustered.
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preservation potential. The results were qualita-
tively unchanged (fig. S2). Another potential con-
cern is that the observed differences in extinction
rates between the Mesozoic and Cenozoic reflect
taxonomic oversplitting of some Cretaceous groups
relative to others. However, the families with dis-
proportionate extinction represent a large and ec-
ologically diverse assemblage (table S2), and
multiple lines of evidence (18) suggest that the
Mesozoic-Cenozoic difference is unlikely to sim-
ply reflect taxonomic practices. Phylogenetic clus-
tering also does not appear to be driven only by
extinctions associated with major environmental
changes. For example, the overall signal remains
highly significant, even when the Toarcian, Aptian,
and Cenomanian stages, all of which include
oceanic anoxic events (27), are excluded from
the analysis, along with the Maastrichtian mass
extinction (17 out of 22 extinctions with RCL >
0, P = 0.017, exact binomial test).

Taken together, our results show that extinc-
tion rates of marine bivalve genera tend to be
phylogenetically conserved, but the strength of
this effect varies over time and can be substan-
tially and permanently changed by a mass extinc-
tion. Lineage-level clustering of extinction rates,
as seen here, is expected to follow from phyloge-

netic conservatism of traits that correlate with ex-
tinction vulnerability (28), making some lineages
more prone to extinction than others (2, 9, 10).
As extinction-prone taxa are winnowed out, both
the rate of extinction and the associated phylo-
genetic clustering are expected to decrease. The
stronger phylogenetic clustering seen for the Cre-
taceous extinctions is likely to reflect the promi-
nence during this time of clades with volatile
dynamics (table S2). The demise of these high-
rate taxa at the end of the Cretaceous shifted the
overall distribution to lower values and also re-
duced the range of variation of within-family
extinction rates (Fig. 4). Such hardening of the
biota over evolutionary time has been hypothe-
sized before (29–31). Though we cannot reject
the alternative hypothesis that the decline in ex-
tinction rates fromMesozoic to Cenozoic is due to
a systematic decrease in extinction forcing mech-
anisms, we see no reason to assume that forcing
mechanisms became less intense, especially given
that the Cenozoic is characterized by dramatic
shifts in climate, occurring on multiple temporal
scales (32). The Mesozoic-Cenozoic differences
also do not reflect differences in statistical power,
because each of these eras has similar average
numbers of extinctions per time interval (table S1).

Other factors such as the nature of the ex-
tinction mechanism can also contribute to the
observed variations in phylogenetic clustering.
Different kinds of environmental stresses are
likely to cause extinctions that are selective with
respect to different traits, and we might expect
phylogenetic clustering of extinctions to track, in
part, the degree to which the relevant traits are
conserved over phylogeny. Extinction triggers that
disproportionately affect specific regions or envi-
ronments might also contribute to clustered ex-
tinctions in families with restricted distributions.
However, virtually all bivalve families are geo-
graphically and environmentally widespread (33),
and such spatial effects are weak in the end-
Cretaceous extinction (5, 6). Information on en-
vironmental drivers of past extinctions and their
spatial heterogeneity is currently insufficient to
permit more detailed exploration of these factors.
Irrespective of the underlying causes, the influence
of previous extinctions on both the magnitude of
extinction rates and the pattern of phylogenetic
conservatism suggests that attempts to understand
the biological basis for differential extinction vul-
nerabilities of clades should take into account their
past history of extinctions. These results also cor-
roborate a peculiarity of the end-Cretaceous mass
extinction (and perhaps of major extinctions in
general), where the phylogenetic pattern of ex-
tinction is consistent with preceding intervals, as
shown here, but the functional or ecological se-
lectivity is not (5, 29, 34).

Phylogenetic nonrandomness and the tempo-
ral decline in extinction rates documented here
are potentially problematic for calculating spe-
ciation and diversification rates from molecular
phylogenies because they violate the assumption
that extinction rates are stochastically constant over
time (35, 36), although recent work has started to

Fig. 3. Mesozoic versus Cenozoic back-
ground extinction rates for families well
represented in both intervals. The dashed
line represents equality in rates between
the two eras (y = x).

0.00 0.05 0.10 0.15

0.
00

0.
05

0.
10

0.
15

Cenozoic extinction rate

M
es

o
zo

ic
 e

xt
in

ct
io

n
 r

at
e

Arcidae

Astartidae

Cardiidae

Corbulidae

Gryphaeidae

Limidae

Lucinidae

Mytilidae

Nuculanidae

Nuculidae

Ostreidae

Pectinidae

Pinnidae

Pteriidae

Tellinidae

Veneridae

Fig. 2. Phylogenetic clustering of extinc-
tions (RCL) as a function of extinction rate,
for each time interval in Fig. 1. The relation
is not significant. The dotted line indicates
the value expected if extinctions were not
phylogenetically clustered.

0.02 0.05 0.10 0.20 0.50 1.00

0.
00

0.
02

0.
04

0.
06

0.
08

Extinction Rate by Interval

P
h

yl
o

g
en

et
ic

 C
lu

st
er

in
g

 o
f 

E
xt

in
ct

io
n

 b
y 

In
te

rv
al

Maastrichtian

0.0 0.1 0.2 0.3 0.4 0.5

0
2

4
6

8
10

12

0.0 0.1 0.2 0.3 0.4 0.5

0
5

10
15

20
25

30

Background Extinction Rate

N
o

. o
f 

F
am

ili
es

Mesozoic

Cenozoic

N
o

. o
f 

F
am

ili
es

Fig. 4. Distribution of background extinction rates
by family during the Mesozoic and Cenozoic eras.
Black bars indicate families that went extinct dur-
ing the end-Cretaceous mass extinction; gray bars
indicate surviving families.

www.sciencemag.org SCIENCE VOL 325 7 AUGUST 2009 735

REPORTS

 o
n 

A
ug

us
t 7

, 2
00

9 
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org


consider less restrictive models (37, 38). On the
other hand, if lineages or biotas tend to harden
over time, perhaps through the filter of mass ex-
tinctions, then the assumption of stochastically
constant extinction rates may be more reasonable
for later histories of lineages once the more vola-
tile taxa have been winnowed. Caution is needed,
however, because such hardening might operate at
multiple levels, ranging from the well-documented
decline in background extinction rates through the
Phanerozoic attributed to the culling of the more
volatile Paleozoic fauna in favor of the more re-
sistant Modern fauna (39, 40) to the species-level
selectivities seen during the marine extinction pulse
near the onset of Pleistocene glacial cycles (41).
Finally, our results combined with previous studies
(9, 12, 14, 28) imply that evolutionary histories of
individual lineages are important determinants of
extinction vulnerabilities of their constituent taxa,

under both natural and anthropogenic forcing. This
commonality suggests that more detailed studies
of phylogenetic selectivity of extinctions in the
geological past, and the traits involved, should
provide useful insights about the consequences
of extinctions unfolding today. For example, if
phylogenetic clustering is a general rule, then an-
thropogenic extinctions are likely to eliminate sub-
stantially more evolutionary history in the near
future than models based on random extinctions
of the same intensity would predict (15).
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Maize genetic diversity has been used to understand the molecular basis of phenotypic variation
and to improve agricultural efficiency and sustainability. We crossed 25 diverse inbred maize lines
to the B73 reference line, capturing a total of 136,000 recombination events. Variation for
recombination frequencies was observed among families, influenced by local (cis) genetic
variation. We identified evidence for numerous minor single-locus effects but little two-locus
linkage disequilibrium or segregation distortion, which indicated a limited role for genes with large
effects and epistatic interactions on fitness. We observed excess residual heterozygosity in
pericentromeric regions, which suggested that selection in inbred lines has been less efficient in
these regions because of reduced recombination frequency. This implies that pericentromeric
regions may contribute disproportionally to heterosis.

Themajority of phenotypic variation in nat-
ural populations and agricultural plants and
animals is determined by quantitative ge-

netic traits (1). Maize (Zea mays L.) exhibits ex-
tensive molecular and phenotypic variation (2–4).
Understanding the genetic basis of quantitative
traits in maize is essential to predictive crop im-
provement. However, only slow progress has been
made in identifying the genes controlling quan-
titative agronomic traits because of limitations
in the scope of allelic diversity and resolution
in available genetic mapping resources. Linkage
mapping generally focuses on the construction
and analysis of large families from two inbred
lines to detect quantitative trait loci (QTLs) (5).
However, resolution of these QTLs can be poor
because of the limited number of recombination
events that occur during population development.
Association analysis takes advantage of historic
recombination from deep coalescent history as
linkage disequilibrium (LD) generally decays with-

in 2 kb (1, 6). However, because of the number
of single-nucleotide polymorphisms (SNPs) re-
quired and the confounding effects of population
structure, whole-genome association analysis can
be difficult in maize (4).

To provide a genetic resource for quantita-
tive trait analysis in maize, we have created the
nested association mapping (NAM) population.
NAM was constructed to enable high power and
high resolution through joint linkage-association
analysis, by capturing the best features of pre-
vious approaches (7, 8). The genetic structure
of the NAM population is a reference design
of 25 families of 200 recombinant inbred lines
(RILs) per family (fig. S1). The inbred B73 was
chosen as the reference inbred line because of its
use for the public physical map (9) and for the
Maize Sequencing Project (www.maizesequence.
org). The other 25 parents [named the 25 diverse
lines (25DL)] maximize the genetic diversity of
the RIL families (8, 10), independent of any spe-

cific phenotype. The lines were chosen to repre-
sent the diversity of maize—more than half are
tropical in origin, nine are temperate lines, two
are sweet corn lines (representing Northern Flint),
and one is a popcorn inbred line (fig. S2).

The NAM genetic map is a composite map
created with 4699 RILs combined across the 25
families, representing 1106 loci, with an average
marker density of one marker every 1.3 centi-
morgans (cM) (fig. S3 and table S1). The pro-
portion of SNP loci from the composite map
polymorphic in an individual family ranged from
63 to 74%. Among RILs, 48.7% of all marker geno-
types were inherited from B73, 47.6% were in-
herited from the 25DL parent, and 3.6% were
heterozygous, which suggests that they were
broadly representative of the parents and fall with-
in the expected range for S5 generation RILs. The
NAM population captured ~136,000 crossover
events, corresponding, on average, to three cross-
over events per gene. This allows genetic fac-
tors to be mapped to very specific regions of the
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Materials and Methods 

Data: We used an updated version of the database of Jablonski et al. (S1) to calculate 

extinction rates of marine bivalve genera. This database consists of stratigraphic ranges 

of bivalve genera and subgenera [hereafter termed genera since they are commonly 

considered to be of equivalent rank; (S1)] with a known fossil record. The data were 

taxonomically standardized using the molluscan taxonomic literature, museum 

collections and consultation with molluscan systematists (S2).  Stratigraphic ranges were 

placed into a standard time scale of 33 intervals from the beginning of the Jurassic to the 

Pleistocene (Table S1).  These intervals correspond to stages in the Mesozoic (or rarely, 

combinations of two relatively short stages) and sub-epochs in the Cenozoic (mean 

duration = 6.24 Million years [Myr], standard deviation = 3.0 Myr).  Genera whose first 

or last occurrences could not be resolved to these intervals, or were uncertain, were 

excluded from the analysis. A total of 1678 genera were used for the analyses presented 

here. 

Calculation of extinction rates:  We computed extinction rates using the boundary-

crossers method, which has better statistical properties than other metrics that can be 

calculated using stratigraphic ranges (S3).  With this approach, extinction rate (q) for an 

interval is calculated as q = –ln(Nbt / Nb) / Δt, where Nb is the number of taxa that cross 

the interval’s lower boundary, Nbt is the number of taxa that cross its lower and upper 

boundary, and Δt is the duration of the interval (S3).  We calculated the extinction rates 

on a per-interval basis, rather than per million years (Δt = 1 for all intervals).  This 

approach is preferred given the generally pulsed rather than continuous nature of 
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extinction the marine fossil record (S4), but for our purposes it makes little difference 

whether the rates are calculated as per-interval or per-million-year rates since the two 

metrics are very highly correlated (Spearman rank correlation, rs = 0.79, P < 1 x 10-6, n = 

32 intervals).  The rate metric used here ignores taxa restricted to a single stratigraphic 

interval (“singletons”), as it has been shown that the ranges of these taxa can be highly 

influenced by incompleteness of the fossil record (S3). Per-interval extinction rates for all 

analyzed intervals are shown in Table S1. 

Extinction clustering: We computed an index of phylogenetic clustering separately for 

each time interval used here.  The index of clustering RCL is defined as the matrix 

correlation between two matrices, MTAX and MEXT.  Each matrix represents the pairwise 

association of all genera entering the interval in question (i.e., crossing the bottom 

boundary). MTAX represents the taxonomic similarity between genera; it takes values of 1 

for genera in the same family, and 0 for genera in different families. MEXT represents 

extinction similarity; it takes on a value of 1 when the two genera jointly go extinct and 0 

otherwise. RCL values will be high when the genera going extinct are preferentially drawn 

from a few families and lower when the extinct genera are distributed more evenly across 

families (i.e. no phylogenetic clustering of extinctions).  Hypothetical examples of the 

MTAX and MEXT matrices, and of the calculation of RCL, are shown in Figure S1. 

We calculated the null distribution of RCL separately for each interval by 

simulating extinction that is random with respect to family membership. If an interval had 

x extinctions, x genera were chosen at random from all those entering the interval (Nb) 

and declared extinct.  This was repeated 5,000 times, with RCL calculated each time.  The 

distribution of RCL for the simulated data forms the null distribution of the statistic.  The 
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mean of the null distribution for RCL is very close to zero in each interval, and thus this 

metric provides a useful index for comparing the pattern of clustering over time; because 

the distribution is skewed, the confidence intervals for RCL are somewhat asymmetrical. 

The metric RCL is similar to Moran’s I, which has previously been used to investigate 

taxonomic clustering of extinctions (S5); in fact, the matrix MTAX is equivalent to the 

weighting matrix used in the computation of Moran’s I.  Following (S5) we also 

computed the Moran’s I statistic as a measure of extinction clustering. For our data 

Moran’s I appears to be somewhat sensitive to the number of taxa (Nb) and possibly the 

number of extinctions (the mean I value for simulated random extinction is high in the 

Jurassic, and converges on zero as Nb increases towards the Recent).  Nevertheless, 

Moran’s I and RCL are in exact agreement as to which intervals show significant 

extinction clustering by families.  

 While we provide the estimates of RCL for all intervals in our dataset with 8 or 

more extinctions, the power to detect phylogenetic clustering in many of these is low due 

to few extinctions. Thus we have mainly focused on the aggregate pattern of phylogenetic 

clustering over the entire time-series. When analyzing the time-series of extinctions, we 

have not adjusted the p-values of individual events for multiple comparisons. As far as 

the overall trend of extinction clustering is concerned, if extinctions are random with 

respect to family membership, the RCL statistic is equally likely to take on positive and 

negative values. However, results of binomial tests (see main text and below) suggest that 

it is highly unlikely that so many intervals would show positive values of RCL in the 

absence of real clustering. Second, although sequential Bonferroni correction is often 

used to adjust the p-values of multiple comparisons, mathematical and logical concerns 
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about the use of this method have been raised (S6). In analyses such as ours the use of 

sequential Bonferroni correction would greatly inflate the type II error and thus make the 

tests overly conservative (see S6). A single significant p-value in a large set of 

comparisons should indeed be treated with caution, but many significant values suggest 

that a biologically real signal is present (S6). In our case the highly significant binomial 

tests confirms this.  Finally, we note that even when a sequential Bonferroni correction is 

applied, significant extinction clustering is still evident for three of the time intervals. 

Tree-based Clustering among Families:  The preceding analyses test whether genus 

extinctions are clustered within families.  We next tested for the presence of phylogenetic 

signal in extinction rates at the deeper nodes of the bivalve phylogenetic tree, specifically 

for extinction rates calculated separately by family. Such a test requires three 

components: (i) within-family extinction rates, (ii) a phylogenetic hypothesis among 

bivalve families, and (iii) a statistical test for phylogenetic signal.   

Extinction rates were computed separately for each family using the boundary-

crosser method described above.  We restricted these computations to background 

extinction intervals, but including the Maastrichtian Stage (the only major mass 

extinction interval in our analyses) has little effect on overall extinction rates (Spearman 

rank correlation rs = 0.94 between extinction rates when including versus excluding the 

Maastrichtian).  In addition, we limited the analysis to families with at least 30 lower 

boundary crossings (Nb) so as to eliminate poorly estimated extinction rates.   

For our phylogenetic hypothesis, we used a composite molecular phylogeny using the 

tree from Giribet and Distel (S7, Fig. 3.6) as the starting point and modifying it to reflect 

the results of subsequent studies by Taylor et al. (S8, Fig. 2, for the relationships among 
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the heterodonts), Bieler and Mikkelsen (S9) and Giribet (S10). Following Waller (S11-

13), we shifted the calcitic taxa traditionally placed in the Malleidae to the extinct family 

Eligmidae, which is evidently more closely related to Ostreoidea than to Pterioidea; this 

taxonomic and phylogenetic re-assignment drops the Malleidae below our sample size 

threshold for inclusion. The stratigraphic ranges of families were used to determine 

branch lengths of this tree, with each node and tip dated to the age of its oldest included 

taxon.   

To test for phylogenetic signal, we used a non-parametric test built around the 

computation of phylogenetically independent contrasts (S14).  The set of contrasts 

represent differences in trait value—here, extinction rate—between taxa and nodes that 

are chosen to span all branches of the tree exactly once (S15). We compared the observed 

variance of the contrasts to a null distribution computed after randomly permuting the 

taxon labels from the tree a 1000 times.  This permutation retains the same distribution of 

extinction rates and phylogenetic relationships as the original data, but destroys any 

phylogenetic coherence in the rates. If extinction rates show substantial phylogenetic 

signal, closely related taxa will have similar rates and the observed variance of the 

contrasts will be much lower than the variance of the contrasts in the permuted data.  This 

test was treated as one-tailed (see S14), and so the P-value is simply the proportion of 

null replicates with contrast variances lower than the observed value.   

There were two methodological issues in executing this test.  First, extinction 

rates among families are highly right-skewed, which causes the few highest rates to 

dominate the calculation of the variance of the contrasts.  In order to lessen the effect of 

these outlying extinction rates, we square-root-transformed extinction rates prior to 
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analysis.  The second issue here stems from the fact that the phylogenetic relationships 

are not fully resolved, which causes ambiguities in defining the independent contrasts.  

We addressed this problem by resolving polytomies randomly to create a fully bifurcating 

tree. To explore the effects of difference possible resolution of polytomies, we repeated 

the analysis with 100 different random resolutions of polytomies, performing 1,000 

permutations for each resolution.  The reported P-value (P = 0.014) is the average over 

these 100 iterations, all of which fall within a narrow range (between 0.004 and 0.027). 

In addition to this randomization approach, we also tested for phylogenetic signal 

using the model-based method from Freckleton et al. (S16).  This approach tests for 

phylogenetic signal by estimating a tree-transformation parameter (λ).  When λ=0, trees 

become a star phylogeny, which is indicative of no phylogenetic signal for the trait in 

question.  A value of λ=1 is consistent with Brownian motion trait evolution and high 

phylogenetic signal.  The maximum-likelihood estimate of λ for within-family extinction 

rate, square-root transformed, is 0.84.  This value is within the range typically found for 

ecological traits (S16) and is significantly different from zero (likelihood ratio test 

statistic = 12.52, P = 0.0004, comparing the model with λ=0.84 to a model in which 

λ=0).  This test is unaffected by polytomies, and so it was not necessary to randomly 

resolve unresolved nodes. Finally, we used an alternative approach to explore whether 

our result is sensitive to the model of character change [gradual versus punctuational 

(S17)] by calculating the maximum likelihood estimate of the scaling parameter Kappa 

(S17) for our tree, and repeating the permutation test after transforming the phylogeny 

using this estimate (Kappa = 0.40).  The signal remained significant (P = 0.049). 
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Is the Mesozoic-Cenozoic difference in rates due to taxonomic practice? We 

evaluated this issue using multiple proxies because directly quantifying variations in 

taxonomic practices is extremely difficult, if not impossible. First, if extinction rates are 

related to the degree of taxonomic splitting, then more finely divided groups, in our case 

those with fewer species per genus, should also show higher extinctions. Because reliable 

estimates of species richness of individual genera are lacking for most of the intervals 

used in this study except for the Maastrichtian (S18), we used the latter as a proxy for the 

other Mesozoic intervals used here. As figure S3 shows, there is no significant correlation 

(P = 0.45, Spearman Rank correlation) between the median species/genus ratio for each 

family and its background extinction rate during the Mesozoic (i.e., excluding the end-

Cretaceous extinction). This indicates that families with high extinction rates do not 

necessarily have few species per genus; inoceramids, ostreids and a few other families 

have relatively high genus extinction despite having species-rich genera. Note that this 

test assumes that all differences in species/genus ratios reflect taxonomic practice and not 

biology, so our results are conservative. Furthermore, for the end-Cretaceous extinction, 

previous multivariate analyses (S18) found that species richness does not directly affect 

genus survivorship but geographic range is a major factor (multiple logistic regression 

predicting genus survivorship: P = 0.85 for species richness, and P = 0.002 for 

geographic range measured by number of biogeographic provinces occupied).  

 Next we tested whether the differences are driven by rudists and inoceramids, two 

Mesozoic groups used for biostratigraphy and hence potentially more finely subdivided 

than others. As Figure S4 shows, when both rudists and inoceramids are excluded from 

the analyses, the levels of clustering for the individual Mesozoic intervals are affected 
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(e.g. the Maastrichtian is less of an outlier) but the overall pattern of phylogenetic 

clustering remains qualitatively the same. Changes in specific intervals are to be expected 

since these two families are important components of Mesozoic bivalve diversity. 

Finally, we also calculated extinction rates and the temporal pattern of clustering after 

including single interval taxa, which are commonly excluded from analyses of extinction 

rates due to taxonomic and preservational concerns. Again, their inclusion changes the 

values for some of the intervals, as would be expected, but the overall trend remains 

qualitatively the same (Fig. S5). Taken together these tests strongly suggest that the 

overall trends in extinction rates and the patterns of phylogenetic clustering reported here 

are unlikely to be simply artifacts of taxonomic practices. 
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Figure S1.  Hypothetical example showing the calculations of extinction clustering.  On 

the left, the MTAX matrix represents the association of genera into families.  Each pair of 

genera receives a score: 1 for genera from the same family, and 0 for genera from 

different families.  Shown here are nine genera from three different families (family A in 

red, family B in blue, and family C in yellow).  On the right are two different extinction 

matrices (MEXT), one with extinctions clustered in family C (top), the other with 

extinctions distributed in each of the three families (bottom).  Grey shading and dagger 

symbols indicate genera that go extinct (genera 7, 8 and 9 in the top matrix, genera 1, 5 

and 9 in the bottom).  Entries in the MEXT matrix are 1 for pairs of genera that both go 

extinct, and 0 otherwise.  The test statistic, RCL, is simply the matrix correlation between 

corresponding elements of the MTAX and MEXT matrices. 
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Figure S2. Temporal trend in phylogenetic clustering of extinctions (RCL) after excluding 

families with low preservation potential (following 17). The shaded bars represent 95% 

confidence intervals around the expected value of RCL.  
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Figure S3. Relationship between the median species/genus ratio of families during the 

Maastrichtian and their background extinction rates over the Mesozoic intervals used in 

this study (only families for which background extinction rates could be reliably 

estimated, Nb>=30, are shown; see text for details). 
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Figure S4. Temporal trend in phylogenetic clustering of extinctions (RCL) when all genera 

of rudists and inoceramids are excluded from the analysis (see text for details). The 

shaded bars represent 95% confidence intervals around the expected value of RCL.  
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Figure S5. Temporal trend in phylogenetic clustering of extinctions (RCL) when single-

interval genera (“singletons”) are included (see text for details). The shaded bars 

represent 95% confidence intervals around the expected value of RCL.  
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Table S1.  Geological intervals and associated extinction rate estimates. Ages, in millions 

of years before present, indicate the start (base) of each interval (S19). Also shown for 

each interval are the number of genera crossing that interval’s lower boundary (Nb), the 

number of the lower boundary crossers that go extinct during the interval (Ne = Nb – Nbt).  

Note that rates cannot be computed for the first and last intervals using the boundary 

crossing method. 

No. Interval Age Nb Ne Extinction rate 

1 pre-Jurassic >206 -- -- -- 

2 Hettangian 199.6 78 1 0.013 

3 Sinemurian 196.5 108 3 0.028 

4 Pliensbachian 189.6 117 12 0.108 

5 Toarcian 183 119 12 0.106 

6 Aalenian 175.6 123 1 0.008 

7 Bajocian 171.6 134 5 0.038 

8 Bathonian 167.7 155 6 0.039 

9 Callovian 164.7 163 20 0.131 

10 Oxfordian + Kimmeridgian 161.2 157 23 0.158 

11 Tithonian 150.8 173 45 0.301 

12 Berriasian 145.5 145 14 0.102 

13 Valanginian 140.2 139 10 0.075 

14 Hauterivian 136.4 150 8 0.055 

15 Barremian 130 169 8 0.048 

16 Aptian 125 179 31 0.190 
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17 Albian 112 201 20 0.105 

18 Cenomanian 99.6 242 36 0.161 

19 Turonian 93.5 244 12 0.050 

20 Coniacian + Santonian 89.3 266 13 0.050 

21 Campanian 83.5 305 29 0.100 

22 Maastrichtian 70.6 332 217 1.060 

23 Paleocene 65.5 135 12 0.093 

24 Eocene - lower 55.8 264 5 0.019 

25 Eocene - mid 48.6 361 29 0.084 

26 Eocene - upper 37.2 439 40 0.096 

27 Oligocene - lower 33.9 445 12 0.027 

28 Oligocene - upper 28.4 501 9 0.018 

29 Miocene  - lower 23.03 562 16 0.029 

30 Miocene - mid 15.97 711 45 0.065 

31 Miocene - upper 11.61 745 21 0.029 

32 Pliocene 5.3 787 66 0.088 

33 Pleistocene 1.8 834 19 0.023 

34 Recent 0 -- -- -- 
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Table S2. The total diversity, number of extinctions (N and Ne, both exclude single-

interval genera), those families in which extinctions are disproportionate, and their mode 

of life for each of the eight intervals with significant phylogenetic clustering and the 

Campanian, which is marginally significant. Within each interval, families with 

extinction proportions greater than the mean of the interval are listed in order of 

decreasing extinction intensity. Families of rudists are underlined. Note that in some 

cases, still-living families experience apparent total extinction (e.g., the Donacidae during 

the Maastrichtian).  This can occur when the fossil record is incomplete, i.e., all known 

genera go extinct during an interval, but other genera range through without being 

sampled.  Additionally, some genera known to range through extinction intervals had to 

be excluded from these analyses because their range endpoints were not resolved to the 

required stratigraphic resolution. Total diversity (N) here includes all genera except for 

those restricted to a single interval. The abbreviations for mode of life are: E = epifaunal 

suspension feeder, NI = non-siphonate infaunal suspension feeder SI = siphonate infaunal 

suspension feeder, C = commensal, S = symbiont-bearing (chemoautotrophic), CA = 

carnivore. 

 
Interval Total N Total Ne Families with Disproportionate 

extinction  [#Ne / # N]  
Mode of 
Life 

Toarcian 135 12 Carditidae  [2/2] 
Cardiniidae [2/2] 
Trigoniidae [2/7]  
Pectinidae [3/12] 
All others [3/112] 

NI 
NI 
NI 
E 

Barremian 187 8 Trigoniidae [3/28] 
All others [5/159] 

NI 
 

Aptian  232 31 Caprinidae [5/9] 
Arcticidae [4/8] 
Cucullaeidae [2/4] 
Requieniidae [2/5] 
Trigoniidae [7/28] 
Pectinidae [2/9] 

E 
SI 
NI 
E 
NI 
E 
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All others [9/189]  
Albian 262 20 Inoceramidae [2/2] 

Oxytomidae [2/3] 
Veneridae [3/9] 
Trigoniidae [4/25] 
All others [9/223] 

E 
E 
SI 
NI 
 

Cenomanian 280 36 Neomiodontidae [2/2] 
Caprotinidae [4/6] 
Caprinidae [6/11] 
Carditidae [2/5] 
Trigoniidae [5/23] 
All others [17/233] 

SI 
E 
E 
NI 
NI 

Campanian 361 29 Trigoniidae [5/19] 
Gryphaeidae [2/9] 
Ostreidae [2/12] 
Veneridae [2/17] 
Radiolitidae [3/31] 
All others [15/273] 

NI 
E 
E 
SI 
E 

Maastrichtian 352  217 Trigoniidae [14/14] 
Requieniidae [2/2] 
Radiolitidae [28/28] 
Neitheidae [2/2] 
Monopleuridae [2/2] 
Mactromyidae [2/2] 
Inoceramidae [4/4] 
Hippuritidae [10/10] 
Donacidae [3/3] 
Dicerocardiidae [2/2] 
Caprinidae [7/7] 
Bakevelliidae [5/5] 
Ostreidae [10/11] 
Veneridae [14/15] 
Astartidae [6/7] 
Poromyidae [3/4] 
Laternulidae [3/4] 
Gryphaeidae [5/7] 
Cardiidae [10/14] 
Mactridae [6/9] 
Tellinidae [6/9] 
Tancrediidae [2/3] 
Pholadomyidae [4/6] 
Pectinidae [6/9] 
Parallelodontidae [4/6] 
Glycymerididae [2/3] 
Clavagellidae [2/3] 
Arcticidae [4/6] 
All others [49/155] 

NI 
E 
E 
E 
E 
SI 
E 
E 
SI 
NI 
E 
E 
E 
SI 
NI 
CA 
SI 
E 
SI 
SI 
D/SI 
SI 
SI 
E 
E 
NI 
SI 
SI 

Miocene-mid 790 45 Leptonidae [2/7] 
Kelliidae [2/8] 
Carditidae [3/25] 

C 
C 
NI 
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Pectinidae [6/63] 
Cardiidae [4/42] 
Veneridae [9/106] 
All others [18/539] 

E 
SI 
SI 

Pliocene 900 66 Isognomonidae [2/4] 
Astartidae [3/7] 
Glycymerididae [4/10] 
Leptonidae [2/5] 
Pectinidae [12/69] 
Lucinidae [5/47] 
Mactridae [4/39] 
Veneridae [11/119] 
Cardiidae [4/43] 
All others [19/557] 

E 
NI 
NI 
C 
E 
S 
SI 
SI 
SI 
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